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Abstract: Machine learning and deep learning have advanced considerably over the last few years with machine intelligence transitioning 

from laboratory to several industrial applications. Among the deep learning techniques, Convolutional Neural Networks (CNN) have been 

shown to have one of the best performances in image recognition. CNN has been used for the recognition of a lot of outdoor objects such 

as buildings, potholes, and cars but with little attention to the recognition of uncovered gutters and bollards, typically found in urban 

areas and higher institution environments of most developing countries. Hence, a CNN-based object recognition system for uncovered 

gutters and bollards, with high accuracy and low time complexity, was developed in this research. This can be used to aid outdoor 

navigation for the visually impaired. The images of uncovered gutters and bollards were captured locally with a high-resolution camera. 

The datasets were pre-processed by resizing the images and annotations carried out to generate the images’ textual equivalent as well as 

define specific object boundaries. CNN was applied for feature extraction and recognition with two convolutional layers, two pooling 

layers, and a fully connected layer. The system implementation was done with Python programming language, OpenCV libraries, and 

Yolov4 as the CNN version with a percentage split experimental evaluation methodology. Results from experiments on the uncovered 

gutter dataset gave accuracy and average computational testing time of 80% and 0.4 s, respectively.  Similarly, the bollards dataset with 

multiple bollards per image gave accuracy and average computational testing time of 72% and 0.47 s, respectively. The output of this 

research will be useful for outdoor navigation of the visually impaired when integrated into appropriate electronic hardware. 
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1. INTRODUCTION 

The emergence of new technology has tremendously contributed to the way we walk, talk, see and interact in the 

environment. One of the examples of these technologies is the assistive technology built to support people living with 

disabilities. Mobility aids such as wheelchairs, scooters, walkers, canes, crutches [1] are available to assist people with 

physical disabilities [2]. Globally, the number of people of all ages with visual impairments is estimated to be 285 million, 

of whom 39 million are blind [3]. About 26.3 million people in Africa have a form of visual impairment, 20.4 million have 

low vision, and 5.9 million are estimated to be blind [4].  

Visual impairment can limit people’s ability to perform everyday tasks and affect the quality of life and ability to interact 

with the surrounding world [5]. There are several traditional methods of assistance provided for the visually impaired. These 

methods include various types of canes that help them in navigation. However, the cane is insufficient because every day 

routine mobility requires mastery of a regular route, and this requires memorization of the paths for a walk around. Guide 

dogs are available to lead visually impaired people around obstacles. The dogs have been trained to guide, but they are red-

green colour blind and incapable of interpreting street signs [6]. Assistive technologies have been developed to address many 

of these challenges. Computer software and hardware, such as voice recognition programs, screen readers, and screen 

enlargement applications, to assist people with movement and sensory impairments use computers and mobile devices [7]. 

Technological infrastructure aids visually impaired navigation, such as voice announcements on buses and ‘talking’ 

crosswalks for outdoor navigation and Braille signs inside buildings. However, the devices are not universally available. 
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Other devices are electronic canes with recognition of obstacles, sonar vision glasses for obstacle recognition, and GPS 

navigation devices providing directions.  

Over the last years, deep learning methods have been mostly used in computer vision fields more than other machine 

learning techniques [8]. Deep learning has been used in image classification, object tracking, pose estimation, text detection 

and recognition, visual saliency detection, action recognition, and scene labelling for people with visual impairment [9]. 

Deep learning models such as Convolutional Neural Networks (CNNs) are commonly used models. Among different types 

of models, CNNs have been demonstrated high performance on image classification [10]. One main benefit of CNNs that 

makes them ideal for object recognition is that they do not rely on inputs of known feature sets, such as the morphological 

characteristics that taxonomists rely on. Instead, training a CNN only requires a set of labelled images that the model can 

learn from, developing its own feature set that it uses for identification [11]. CNN has been used for the recognition of a lot 

of outdoor objects such as buildings, potholes, and cars but with little attention to the recognition of uncovered gutters and 

bollards, typically found in urban areas and higher institution environments of most developing countries. Hence, a CNN-

based object recognition system for uncovered gutters, with high accuracy and low time complexity, was developed in this 

research to aid outdoor navigation for the visually impaired. Precision, recall, f1-score, accuracy, and average computational 

testing time were used as performance metrics in a percentage split experimental evaluation methodology with the datasets 

of uncovered gutters. The system is compared with the existing systems of different intersections over union values. 

 

2. RELATED WORKS 

Several research address issues facing the visually impaired and technological approaches to tackle these challenges. Real-

time grocery recognition for the visually impaired was designed with a Speeded Up Robust Features (SURF) and a Naive-

Bayes [12]. The same SURF descriptor was used for creating a banknote recognition system in the training step of this 

method is done on banknote ground truth, and features are extracted and stored in a database [13]. A technique to find lost 

objects was developed. In this work, a Scale Invariant Feature Transform (SIFT) descriptor and colour attributes with 

sonification were used to guide a person's hand towards the query object. Predefined object patterns were located with SIFT 

while the colour attribute was used for searching for unknown object patterns [14]. Restroom signage recognition and 

recognition system were also developed, the shape takes place at the entrance area, and then SIFT features are extracted to 

recognize the signage bypassing the matching score via thresholding block [15]. 

A system was proposed for object recognition using a multifunctional classifier interface. The research shows that in 

difficult situations the system can correctly identify the object [16]. The hybrid CNN and hidden Markov model (HMM) 

were proposed to recognize the total number of street view buildings [17]. The hybrid model significantly increases the 

quality of reconnaissance. The CNN refinement model and hybridized optimized segmentation were proposed, and the 

experiment achieved accurate recognition results [18]. However, the separation of the target object from the background was 

a challenge, if there are obvious differences between foreground and background, which could affect the results of the 

recognition. 

A deep learning-based pothole recognition system was proposed for the visually impaired safe movement. However, the 

system is only suitable for a dark environment as the laser patterns used are only visible in a dark situation [19]. Deep learning 

techniques to develop a system that detects both the potholes, and humps on the road were used, which predict their severity 

from vibration signals generated by vehicles [20]. The system is effective in detecting the pothole and humps but cannot 

detect expansion joints and pipeline holes. 

Wearable mobility aid uses an RGB-D sensor and a deep learning technique that enables semantic categorization of 

detected obstacles was also designed. However, these systems still require the use of RGB-D sensors and wearable computers 

to carry out image processing [21]. A smartphone-based guiding system that uses a real-time object detector was designed 

to detect obstacles in front of the user [22] [23]. A deep learning approach for floor recognition was also presented. The 

complexity of identifying the patterns of a floor area in many different scenarios makes the recognition excessively difficult 

[24]. 

A convolutional neural network door handle dataset that can be used for model training in the future was designed, the 

system was trained on a GPU-based deep learning framework called Darknet, the system cannot detect the hand or gives 

multiple candidates, many of which are just false alarms [25]. Convolutional neural network for other object recognition 

proposed [26] [27]. The Recognition System has a pre-trained object on the ImageNet dataset to carry out real-time object 

recognition, the results show that the recognition achieved by the system is fairly accurate, but it fails to identify smaller 

objects [26] while [27] applied the same technique to potholes recognition system, but benchmarked the system on KITTI 

ROAD dataset. 20 iterations were carried out for testing, more iterations reduce the performance of the system in real-time 

object recognition, although the computation time is quite low. 

Faster Regional-Based CNN (Faster R-CNN) was used to simulate a low-cost solar-powered wearable assistive 

technology was designed. The accuracy rate is 99.35%, but this system was not implemented in a real environment [28]. An 

integrated AI-Based visual aid with an integrated reading assistant, pre-trained the images with Single Shot Detector (SSD), 

and video process with Faster R-CNN was designed. The design is compact and works indoors and outdoors, but it lacks 

advanced functions such as wet-floor and staircase recognition [29]. An Arduino-based monitoring system with the same 

Faster R-CNN was proposed, the system achieved an accuracy of 91%, but it did not benchmark with an existing system 

[30]. 
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3. MATERIALS AND METHODS 

3.1 Research Approach 

Figure 1 shows the block diagram of the object recognition system that describes the components of the system. The 

phases are Data acquisition, Image pre-processing, Feature Extraction and Recognition with CNN, Implementation, and 

Performance Evaluation. 

 

 

Figure. 1: System Process Flow 

 

3.2 Data Acquisition  

1,750 images were captured during the day at the University of Ibadan, Nigeria. Out of the total, 1,200 sets contained 

gutter objects with a default size of 2448 × 3264 pixels and the rest 550 comprise multiple stationary bollards objects 4000 

× 3000 pixels. Table 1 summarized the type, number, and size of the captured images. 

 

 

Table 1: Data Acquisition Summary 

S/N Objects Type Nos of Images Dimension (Pixels) 

1 Gutter Square 1200 2448 x 3264 

2 Bollards Stationary 550 4000 x 3000 

 

3.3 Image Pre-Processing 

This is a process of removing low-frequency background noise, normalizing the intensity of images, the image resizes, 

removing or enhancing data images before computational processing. The pre-processing techniques applied to the images 

captured are image resizing with FastStone Image viewer software. Faststone is proprietary software but it is free for non-

commercial use [31]. 

 

1)  Image Resizing: The sizes of gutter object images were manually reduced to 245 × 326 pixels from the original 

dimension of 2448 × 3264 pixels. The image of the bollard objects dimension was reduced to 400 × 300 pixels from the 

initial 4000 × 3000 pixels as shown in Table 2. This was done to reduce the training time, and at the same time retain the 

qualities of the images.  
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Table 1: Image resize details 

S/N Image Initial Size (Pixels) New Size (Pixels) 

1 Gutter 2448 x 3264  245 x 326  

2 Bollards 4000 x 3000 400 x 300 

 

2) Image Annotations: The annotation of an object in the pictures creates metadata for the object in the dataset. Each image 

was annotated with LabelImg software [32] to generate the images’ textual equivalent and define specific object boundaries. 

The directory that consists of the images was used as Open Directory, while the one contains the equivalent Yolo text files 

saved in the Change Save Directory.  From the annotation, the text files of the objects annotated in the images were generated 

with the coordinate values (<class id> <Xo/X> <Yo/Y> <W/X> <H/Y>). The first field is the class that is set to 0, while the 

others are x, y, width, and height of the object. 

 

3.4 Feature Extraction and Recognition with CNN 

The CNN model used for this research has two convolutional layers, followed by two pooling layers, and fully connected 

layers as shown in Figure 2. The first hidden layer is the convolutional layer and Rectified Linear Units (ReLU) as an 

activation function. Each of these components is discussed as applied to the images subsequently before the final prediction. 

 
Figure 2: Proposed CNN Architecture for object recognition 

 

3.4.1 Convolutional layer feature extractions 

The convolutional layer was used for feature extractions. The network tried every possible matching feature from the input 

image that contains either gutter or bollards and compared it to the object to be recognized i.e. gutter, bollards. The input 

image of 245 × 326 pixels, 400 × 300 pixels, and a 3×3 size 2 Dimension convolution kernel. Multiple convolution kernels 

were used which run over the image and compute a dot product. 

 

3.4.2 ReLU activation 

The convolutional layer contains ReLU activation to make all negative values zero. ReLU activation function was used 

to introduce nonlinearity. The negative pixel value from the previous convolved feature map matrix was replaced by 0 after 

ReLU operations. ReLU is defined by the following function: 

𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥)……………… . (1) 

From equation 1, the output of ReLU is the maximum value between zero and the input value. Where x is an input value 

 

3.4.1 Convolutional layer feature extractions 

The convolutional layer was used for feature extractions. The network tried every possible matching feature from the input 

image that contains either gutter or bollards and compared it to the object to be recognized i.e., gutter, bollards. The input 

image of 245 × 326 pixels, 400 × 300 pixels, and a 3×3 size 2 Dimension convolution kernel. Multiple 

convolution kernels were used which run over the image and compute a dot product. 

 

3.4.4 Fully Connected Layer  

The fully connected layer 2 contains one neuron where softmax classifier activation was used to predict the output of the 

model, and this represents a class of gutters. The softmax function is used as an activation function for the gutter prediction. 

Here is the equation for the softmax activation function. 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑍𝑖) =
e𝑍𝑖

∑ eZj𝑘
𝑗=1

………………………… (2) 
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Where 𝑍𝑖  = input vector, e𝑍𝑖  = standard exponential function for input vector, k = number of classes in the multi-class 

classifier, eZj = standard exponential function for output vector. 

 

4. IMPLEMENTATION 

The implementation of the models was performed in the Google Colab (cloud) with Python 3 Google Compute Engine 

backend (GPU) 2.50G with 2.16G of memory assigned for training. OpenCV version 3.2.0 and GPU: Tesla T4 used to 

minimize the computational time. The Yolov4 model was implemented by cloning Darknet respiratory in colab VM. Yolov4 

mainly supports end-to-end training and testing and can detect and recognize multiple objects in images with better accuracy 

and faster speed [33]. At the first stage, the runtime type was changed to GPU, then the Darknet git repository was cloned 

onto the colab VM. Thereafter, yolov4(for gutters and bollards) folders were created in google drive. The files (i.e. 

“process.py”, “yolov4-custom.cfg”, “obj.zip” “obj.data”, “obj.names” and) needed for training were created. Adjustments 

were made in the .cfg file to reflect the class which was set to 0 for one class of object, and batch number 64, subdivision 16, 

width (416) x height (416), max_batches 6000, steps (4800,5400), filters 18 and classes 0. The google drive was mounted 

and linked to the parent folder. The OpenCV and GPU were enabled by making changes in the “Make file” and the run 

command was executed to build the Darknet files created were transferred from google drive to the Darknet directory in 

Collaboration (Colab) Virtual Machine. The process.py python script was executed to create the train.txt and test.txt files. 

The pre-trained yolov4(for gutters) weights were downloaded. Then the detector training was executed at this stage, and the 

performance of the system was checked. 

 

5. PERFORMANCE METRICS 

The Intersection Over Union (IoU) is a number from 0 to 1 that specifies the amount of overlap between the predicted and 

ground truth bounding box. The prediction is considered to be True Positive if IoU > threshold and False Positive if IoU < 

threshold. Poor prediction means the IoU value is less than the threshold value, good prediction is IoU greater than or equal 

to the threshold value, while prediction is classified to be perfect when IoU is greater than 0.9(90%). 

 

 

Figure 3: IoU Prediction Bounding Box Classification 

Precision is related to the exactness and is expressed by 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
……………………………… . . (3) 

Recall means the recognition of completeness and is expressed by 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
…………………………………… . (4) 

Accuracy means to the average correctness of a classification process is expressed by 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
………………… . . (5) 

F1 Score is the weighted average of Precision and Recall.  

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑥𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
………………… . . (6) 

 

Table 2: Evaluation parameters 

Value Description 

TP(True Positive) Labelled Object Correctly Identified as Gutter 

FP(False Positive) Labelled Object Incorrectly Identified as Gutter 

FN(False Negative) Unlabelled Object Incorrectly Identified as Gutter 

TN(True Negative) Unlabelled Object Correctly Identified as unlabelled Gutter 
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Table 3 shows the description of the metrics used for object classification which designates whether an object is predicted 

appropriately or not. The labelled objects would be classified as True Positive if the prediction is True and as False Positive 

if is False. Unlabelled objects are classified as False Negative when the prediction is False while as True Negative when is 

True. 

6. EXPERIMENTAL SETUP  

A total number of 110 pre-processed images were used for the experiment. 85 of the images were for training, 10 for 

validation, and 15 for testing. The results of validation showed the best models as weight. The models that showed the best 

predictions were used to analyze 15 images for gutter objects testing. To recognize the objects changes were made to the 

custom configuration file to set it to test mode. The batch and division lines were changed to 1 automatically with python 

code. Figure 4 shows the objects recognized with the percentage of prediction in the testing images. 

 
Figure 4: Gutter and Bollards Prediction Outputs 

7. RESULTS AND DISCUSSION 

7.1 Result for Gutter Recognition 

A total of 15 gutter and non-gutter images were used to test the developed system. The images were sorted in descending 

order of confidence score where 93% is the highest score, and 78% is the lowest score. Images 1, 2, 5, and 6 have 93% 

confidence, Images 4, 7, 8, and 9 have 81% confidence, Image 3 and 10 have 78% confidence and no object was recognized 

in images 11 to 15. When prediction unsuccessfully recognized existing gutter objects it was classified as FN and the images 

without the gutter objects were classified as TN.   

 

7.2 Result for Bollards Recognition 

A total of 15 bollard and non-bollard images were used to test the developed system. The images were sorted and arranged 

based on the actual numbers of objects present and some predicted ones (images with bounding boxes). A confidence score 

of 100% is the highest score, and 41% is the lowest score. Out of 39 objects present, 38 were recognized as bollard objects, 

the confidence level considered is 80% (IoU = 0.8), the ones predicted to be TP have 80% or more confidence while those 

with less than 80% confidence (IoU < 0.8) are FP. When prediction fails to recognize the existing bollard object, it is FN, 

and the images without a bollard object are TN. 
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7.3 Result Discussion 

From the result presented in Table 4, the model of gutter objects performed better with a precision of 0.80 and recall of 0.89, 

and the result shows how efficient and effective the models performed. The system accuracy is 80% and f1-score of 84% 

and the recognition time for an image is 0.4 seconds. The model of bollard objects produced a precision of 0.71 and a recall 

of 0.96. Its accuracy is 72%, and f1-score is 82%. It showed that the model is better for recognizing bollard objects even at 

an upper confidence level of 80% (IoU = 0.8). However, the recognition time is 0.47 seconds compared with 0.4 seconds for 

the gutter object because bollard images consist of multiple objects and each gutter image has a single object recognized. 

 

Table 4: Comparison of Gutter and Bollard Results 

Performance Metrics Gutter Prediction Bollards Prediction 

Precision 0.80 0.71 

Recall 0.89 0.96 

Accuracy 0.80 0.72 

f1-score 0.84 0.82 

Total Recognition Time 0.4s 0.47s 

 

 

8. CONCLUSION 

The research work has developed CNN-based systems for uncovered gutter object recognition. The process started with 

capturing uncovered gutter images with a high-resolution camera. The image datasets were pre-processed, recognized with 

CNN (Yolov4) algorithm, and implemented with OpenCV library. Results from experiments on the uncovered gutters dataset 

gave precision, recall, f1-score, accuracy, and average computational testing time of 0.8, 0.89, 0.84, 80%, and 0.4s, 

respectively.  Also, the bollards dataset with multiple bollards per image gave precision, recall, f1-score, accuracy, and 

average computational testing time of 0.71, 0.96, 0.82, 72%, and 0.47s, respectively. The research work has developed CNN-

based systems for uncovered gutter and bollard object recognition and introduced a locally available annotated dataset for 

public use. This research will be useful for outdoor navigation of the visually impaired when integrated into appropriate 

electronic hardware. 
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